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Autonomous self-driving vehicles - the advent of a new legal era?

_Hanna Rzeczycka & Mitja Kovac *_

Autonomous Artificial Intelligence (AI) and its recent breakthroughs in machine-human interactions and machine-learning technology have had an ever-increasing impact on our lives. It is suspected that one of the next technological breakthrough might be the Internet of Things (IoT): a system that establishes network connections not only between computers but also with objects utilised daily, such as cars and other vehicles.¹ This web specifically dedicated to linking and operating vehicles is referred to as the Internet of Vehicles (IoV).² This system would not only be supported by massive amounts of data (Big Data), but this would be generated in the IoT, and would be analysed and processed by autonomous AI.³ In fact, this digitisation process within cities is believed to economise transaction costs and foster economic efficiency, thereby boosting social wealth.⁴ This digitalisation process also shifts some of its focus over to citizens and their health, as well as the notion of sustainability. Under this notion, implementing autonomous AI within such a process is encouraged, and said to bolster urbanisation, design and soon enough the governance of cities.⁵

Indeed, so-called Smart Cities provide real-time data about traffic and accidents to help individuals optimise their routes and introduce smart garages by optimising the use of current infrastructure via adaptive signal control technologies, thereby improving public
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³ Autonomous cars generate a staggering amount of data. Intel estimated one car generates terabytes of data in 8 hours of operation. Multiple images, radar/lidar, time-of-flight, accelerometers, telemetry, and gyroscope sensors generate data streams that must be analysed in order to perform the calculations and adjustments required to safely navigate a car. Accordingly, an autonomous car runs machine-learning and deep-learning analytics engines powerful enough to recognise mission-critical data requiring immediate analysis and action on their own, without involving a human in the analysis. See Zaheer Allam, Zaynah A Dhunny, ‘On Big Data, Artificial Intelligence and Smart Cities’ (2019) 89 Cities 80.
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safety overall. All of these benefit from the use of autonomous transportation and AI. It is argued that transportation might be one of the first areas for which the general public will have to rely on AI.

Yet, despite the unprecedented development of autonomous vehicles, IoV and AI, there is seemingly little to no progress in terms of enacting relevant legislation. This paper makes the contention that technological development is far ahead of the law in many areas, and that a new, more up-to-date regulatory framework is needed. This is attributed to the fact that the law-making process is politically or bureaucratically constrained, and often driven by specific interest groups which are overwhelmingly reactive, as opposed to proactive. For example, in Tempe, Arizona, a self-driving Uber test vehicle crashed in 2018, causing the death of a pedestrian. This is but one instance of the real risk posed by autonomous self-driving vehicles. In other words, the possibility of such fatal accidents being caused by AI is hardly trivial.

However, it is worth noting that the need to regulate technology to manage its development and impact on society has been addressed by the academic community. A considerable amount of literature exists on this timely issue. Stilgoe, for one, argues that ‘autonomous vehicles will change the world in ways both anticipated and entirely unexpected’ and that new rules are required. Wynne, on the other hand, examines technologies as rule-following
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9 This often occurs as a result of self-interest of bureaucrats in terms of maximising the budget and power of their departments, as well as their personal status and prestige; Roland Vaubel, ‘The political economy of centralization and the European Community’ (1994) 81 Public Choice 151; Niels Philipsen, ‘Evolving Goals of EU State Aid Policy and Possible Lessons for China: a Law and Economics Approach’, (2017) Regulatory Reform in China and the EU 139; Van den Bergh for example also argues that ‘EU policy making has evolved in to a rent-seeking regulatory machine that has been created by an elite of technocrats and is being implemented by a budget maximizing technocracy’ Roger Van den Bergh, ‘Farewell utopia? Why the European Union should take the economics of federalism seriously’ (2016) 23 Maastricht Journal of European and Comparative Law 937.
behaviour, arguing it is emerging practices that define rules, rather than rules controlling practices.\textsuperscript{14} Luetge contends that as the levels of automation progress, due to partly automated driving being standardised in new cars, the need for new ethical and legal standards is pressing.\textsuperscript{15} To this end, the UK government recently issued the Autonomous and Electric Vehicles Act 2018.\textsuperscript{16} Similarly, in 2017, the German Federal Ministry of Transport and Digital Infrastructure issued the field-specific ‘Ethical rules for automated and connected vehicular traffic’.\textsuperscript{17} Danks argues that autonomous vehicles cannot be regulated using traditional performance standards.\textsuperscript{18} Instead, they believe these systems should instead be evaluated using a staged, iterative regulatory approach similar to that for pharmaceuticals and medical devices.

This paper joins this debate by addressing the role of public policy, specifically traffic law and safety regulation in responding to the conundrum of autonomous self-driving vehicles; the potential harm caused by such driverless vehicles, public safety issues, related regulatory intervention, and innovation. It is argued that legal systems might need to become more sensitive in the ex-ante targeting of potential sources of unforeseeable harm caused by autonomous self-driving vehicles. This thesis asserts that the current hostile regulatory attitude might stifle innovation and that any intervention undertaken should not be excessive.

Moreover, this work contributes to the literature by considering the interrelationships between innovative activity of autonomous self-driving cars and specific regulatory regimes generated by different legal systems. In doing so, both positive and normative analysis is presented. The approach taken by this paper is interdisciplinary and builds on an economic analysis of law.\textsuperscript{19} Yet, the scope of the argument must be clarified: this work discusses autonomous self-driving vehicles comparing English law, some EU laws and the laws of the United States of America, Germany and China. The argument advanced also pertains specifically to the narrow field of legislative activity regulating autonomous self-driving vehicles.

\textsuperscript{15} Christoph Luetge, ‘The German Ethics Code for Automated and Connected Driving’ (2017) 30 Philosophy & Technology, 547.
\textsuperscript{16} Automated and Electric Vehicles Act 2018.
This argument is advanced through three stages. The first section addresses definitions relating to autonomous driving and discusses the development and deployment of AI generally in the stated jurisdictions. The second section of this paper describes the general regulatory outline currently applied to self-driving cars. The final section grounds the use of AI with an economic analysis of the function of tort law, explores the legal issues triggered by the appearance of autonomous self-driving vehicles and, finally, offers a set of suggestions for an improved regulatory response.

1. General background: definitions, concepts and the public domain

In both the USA and the Netherlands, car accident fatalities peaked in 1972. By 2011, the figures had declined by up to 81 per cent in the Netherlands, but by only 41 per cent in the USA. Furthermore, in the USA in 2015 and 2016 the number of car accidents resulting in casualties suddenly rose after decades of falling, and it is often claimed that smartphones have contributed to drivers being distracted. Although phone use while driving is punishable by law, this remains an insufficient deterrence mechanism. This raises the question of whether the legal system is ready for the introduction of more advanced technology that could massively and irreversibly change human lives: autonomous vehicles. This section suggests that research supporting the move to rely on autonomous transport is compelling and would help eliminate certain major risks related to traffic dominated by human drivers.

1.1 Definitions

Defining AI remains an arduous task. It is sometimes argued that AI is the name given to a technological process which is not understood. For example, John McCarty, the very author of the term AI, stated there is not ‘a solid definition of intelligence that doesn’t depend on relating it to human intelligence’. Moreover, the literature offers human-centric definitions, rationalist ones and even sceptical ones arguing that a universal definition of AI is almost impossible. This paper is considered with employing a workable legal
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definition, and thus, employs Nilsson’s definition of AI as ‘an activity devoted to making machines intelligent’. Here, intelligence is taken to be the quality that enables an entity to function appropriately and with foresight in its environment.  

1.2 The future: speculation meets reality

In China, experts from the National Development and Reform Commission have stated that, by 2020, cars with some automated functions may constitute up to 50 per cent of all cars sold in the country. The CEO of Tesla, Elon Musk, predicted that by 2019, drivers and passengers will be able to sleep through a car trip. In 2016, the transportation service company Lyft’s co-founder John Zimmer shared his prediction that the ‘driverless car revolution’ will ‘all but end’ car ownership in American cities by 2025. In reality, there are sound reasons to believe a full transition might take 20 years or more to accomplish. For one, a complete turnover of all the cars in America would take just under 12 years – assuming that all owners would be willing and able to purchase an autonomous car, and that producers would have sufficient capacity to meet demand. Additionally, what one might envision as an autonomous vehicle probably does not even exist yet: no vehicle has thus far reached the highest level (or even full automation) as per the scale predicted by the Society of Automotive Engineers (SAE). The SAE provides a new visual chart for use, with its J3016™ ‘Levels of Driving Automation’ standard that defines the six levels of driving automation, from no automation through to full automation. These levels apply to the driving automation feature(s) that are engaged in any instance of the on-road operation of an equipped vehicle. As such, although a vehicle may be equipped with a driving automation system capable of delivering multiple driving automation features that perform at different levels, the level of driving automation exhibited in any given instance is determined by the feature(s) that are engaged.

There are common misconceptions as to what constitutes a self-driving car as well. Many vehicles are now equipped with driver assistance such as emergency braking and lane-
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detection systems,\textsuperscript{36} and what is sometimes referred to as an ‘automated car’ may in fact be
a vehicle classified on level 0 (no automation) or 1 (semi automation, where the driver must
continuously supervise the support features and must steer, brake or accelerate as needed to
maintain safety).\textsuperscript{37}

Unsurprisingly, the topic of AI technology has not been free of speculation either. After
DeepMind was bought by Google’s parent company, Alphabet Inc, and employed in tests in
a data centre, there were reports of as much as a 40 per cent\textsuperscript{38} drop in energy consumption
due to the use of AI.\textsuperscript{39} By using a system of neural networks trained with different operating
scenarios and parameters within their data centres, they created a more efficient framework
to understand data-centre dynamics and optimise efficiency.\textsuperscript{40} Historical data collected by
thousands of sensors within the data centre was used to train an ensemble of deep neural
networks, such as those of temperatures, power, pump speeds, setpoints.\textsuperscript{41} The objective here
was to improve the data centre’s energy efficiency and neural networks on the average future
PUE (Power Usage Effectiveness, defined as the ratio of total building energy use to IT
energy use).\textsuperscript{42} This training sparked a discussion around AI-technology applications that
could increase energetic efficiency, or even help in efforts addressing global warming.\textsuperscript{43}
According to research, the implementation of AI could change the way new cities are
designed and built thanks to its data-processing and examining capacities within the Internet
of Things concept.\textsuperscript{44} Such AI-designed cities with automated vehicles would then ensure
smooth transport, and address issues faced today, such as traffic jams and consequently
cutting transport costs; this would also ensure greater energy efficiency.

1.3 Behavioural patterns: public attitudes and concerns in the USA, the EU and China

In the USA, some scholars\textsuperscript{45} argue that the human factor must be completely eliminated if
one is to fully exploit the benefits of self-driving cars.\textsuperscript{46} Some studies estimate crashes could
be reduced by as much as a third if all vehicles were to be equipped with adaptive
headlights, forward-collision warnings, lane-departure warnings, and blind-spot
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the Internet 1-2.
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opportunities, and future implications for transportation policies’ (2016) 24 Journal of Modern Transportation
284.
  \item \textsuperscript{46} ibid.
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assistance. Moreover, human error is responsible for more than 90 percent of crashes. Therefore, AVs should be able to prevent an appreciable number of these crashes, in turn eliminating the vast majority of all traffic delays. Still, a recent study shows that only 30 per cent of the American population would support a legal ban on human drivers, even if the completely automated vehicles were demonstrated to be safer, while 54 per cent would continue to oppose it.

The potential positive impact of autonomous vehicles is vast and self-driving cars will make traffic safer. A study conducted in 2013 estimated that, by changing 10 per cent of all cars on American roads to highly automated vehicles, 1,100 lives would be saved every year. If 90 per cent of all cars were highly automated, the number of people saved would rise to 21,700. Some states in the US have already introduced autonomous vehicles in daily traffic. For example, in Michigan, a plan that allows driverless trucks to form closely synchronised convoys (‘platoons’) on highways has been approved and is currently being tested. It is predicted to ensure a positive effect on travel time and fuel consumption. This is because autonomous vehicles would adjust the speed in an automatic manner, hence reducing congestion and the required spacing between the trucks.

On the other hand, the EU has established a specialised agency responsible for the strategic, development, implemental, economic and regulatory aspects of autonomous vehicles. In the European Union (including the UK), autonomous self-driving vehicle regulation is governed by the European Road Transport Research Advisory Council (ERTRAC), which forms part of the European Technology Platform (ETP) for Road Transport. The ERTRAC is tasked to, inter alia, ‘stimulate investment in road transport research and innovation’ and ‘promote the European commitment to research and technological development’. Amongst the documents published on the ERTRAC website are ‘Roadmaps’ (action plans), some of which are specifically dedicated to innovation in the autonomous vehicle sector. ERTRAC has been publishing the ‘Automated Driving Roadmap’ since 2015 with the aim to encourage research and innovation within the EU. The Roadmap published in June 2017 provides a range of
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'paths', each of which is applicable to a vehicle on a different automatisation level. In the first chapter of the ERTRAC Roadmap published in 2017, the authors listed reasons why the development of automated driving should continue. For one, users would have better access to city centres, facilitating the mobility of all members of society, including the elderly and handicapped, and increasing the efficiency of public transport systems. The roadmap went on to emphasise that automated vehicles will play a crucial role in the future of EU transportation, not only for private persons but for organisations (eg in freight transport). According to the information contained in the Roadmap, the research on automated driving has been funded by the EU for more than a decade through many programmes, the most recent being Horizon 2020.

By contrast, public opinion in China is surprisingly very enthusiastic according to the 2018 Ford Trends Report. Over 80 per cent of the Chinese population is ‘hopeful’ about further advances in autonomous vehicle innovation. In other words, the Chinese public do not exhibit the same fear of AI and autonomous vehicles that is expressed in America, England and the EU. Instead, they appear to recognise and rationalise the potential benefits: the general expectation is of a lowered number of car crashes and improved road safety.

A compelling behavioural phenomenon that further distinguishes the Chinese public’s attitude from their counterparts in Europe and the USA is their reaction to accidents involving autonomous vehicles. Namely, the Autonomous Vehicles Readiness index of 2019 demonstrates that in Western countries, the press tend to focus more on reporting accidents caused by autonomous vehicles than on daily accidents involving regular cars. In China, on the other hand, if an autonomous vehicle is involved in a crash, it usually does not make the headlines and is regarded as an unavoidable side-effect of scientific and social progress.
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Despite this, according to the Autonomous Vehicles Readiness index, the Netherlands and the UK are the leading countries in adopting IA technology for freight. This is due to a plan to launch platoons of more than 100 driverless trucks on major routes from Amsterdam to Antwerp and Rotterdam to the Ruhr Valley and large public trials in England. The Dutch and UK governments have also taken an active role in IA safety and legal issues with for instance, the Dutch infrastructure minister announcing in March 2019 in a speech a ‘driving licence’ for self-driving cars. Baidu Incorporated has been able to attract foreign cooperation for its self-driving project, including Ford Motor Co and Daimler AG, the company behind Mercedes-Benz. The Chinese car market is the largest in the world by sales and an attractive prospect for many overseas manufacturers. New guidelines implemented in April 2018, which provide nationally universal rules for autonomous vehicle testing, are claimed to encourage innovation and development in the country. China is expected to see substantial development of the technology and aims to attain global leadership of the automated vehicle sector by 2035.

2. Current regulatory framework in the USA, England, Germany, the EU and China

Regulating an industry that has only recently emerged and is developing is a lengthy and onerous process. Some lawmakers seek to defer the law-making process, allowing for technological progress to influence the shape of the new legislation on liability. This is supported by the claim that in some states, it might take two years to review the regulation and feedback from testing, which is said to be ineffective for new technology. According to these commentators, the way to ensure order when self-driving cars become a fact is to create a uniform and congruent code upon which all autonomous vehicles can be judged. Such legislation should encourage manufacturers to programme their cars to always act in the best interest of the user, while also limiting the liability of both the developers and consumers.

Regulating AI remains a complex issue due to the multiplicity of meanings and frequent misuse of the term. One solution suggested for this problem is to divide AI into classes
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based on risk levels and to formulate laws addressing each class separately.\textsuperscript{75} It is believed that as AI, the IoT and other technologies continue to be developed and improved, the likelihood of their users’ private information being targeted increases substantially.\textsuperscript{76} Therefore, it is suggested that data security ought to be a priority in the policymaking process.\textsuperscript{77}

2.1 The United States

The federal government has excused thousands of vehicles from the obligation of abiding by some regulations for the purpose of testing automated systems.\textsuperscript{78} By law, the testing cars must feature pedals and steering wheels in case the driver decides to take control of the vehicle.\textsuperscript{79} Yet, at present, Michigan remains the only American state where it is possible for the testing of self-driving cars to be conducted on public roads without a human operator at the wheel.\textsuperscript{80}

2.2 The European Union and Germany

In general, legislation could have a detrimental effect on innovation.\textsuperscript{81} Specifically, product liability should ideally promote efficient levels of product safety, but misdirected liability efforts and various litigation mechanisms may suppress beneficial innovations. Viscusi and Moore examined the competing effects of liability costs on product R&D intensity and new product introductions by manufacturing firms.\textsuperscript{82} They convincingly show that at low to moderate levels of expected liability costs there is a positive effect of liability costs on product innovation,\textsuperscript{83} whereas at very high levels of liability costs, the effect is negative.\textsuperscript{84} As anecdotal evidence, one can look at Volkswagen’s recent decision to launch its self-driving concept car, the battery-powered Sedric, in the USA and not in Germany where its R&D
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\textsuperscript{80} Li (n 8).
\textsuperscript{81} For a treatise on comparative tort law of England, Germany, the EU and France: C Van Dam, \textit{European tort law} (Oxford University Press, 2007).
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department is located. For example, the Vienna Convention on Road Traffic restricts autonomous vehicles from becoming commercially operational, only allowing for a limited number of testing situations. The United Nations Economic Commission for Europe has not allowed self-driving cars to be used on European roads. Both are limiting not only the road-testing possibilities but also the implementation of relevant technology within the countries of Europe.

To tackle this problem, EU lawmakers have launched initiatives supposed to bring substantial legislative change. For one, the Horizon 2020 programme funded by the EU is worth noting. Furthermore, CARTRE recently concluded that its goal has become: to support the development of more transparent and consistent policies for the EU Member States, in cooperation with industry players and innovators, and to guarantee that automated road transport systems and services are compatible at the European level and are released in an orderly manner.

Another notable response is that of the German government in 2017. Specifically, the German Federal Ministry of Transport and Digital Infrastructure released the ‘ethical rules for automated and connected vehicular traffic’, which introduced manufacturers’ strict liability. Article 7.1 provides that, in the case of automated and connected driving systems, accountability previously of the sole preserve of the individual shifts from the motorist to the manufacturers and operators of the technological systems and/or bodies responsible for taking infrastructure, policy and legal decisions. Moreover, the Ethics Commission places the reduction of harm and increase in safety at the core of the ‘ethical rules’, and states that due regard for ‘human dignity, personal freedom of choice and data autonomy’ is key when considering the implications. Its report suggests that using the technology’s potential for damage limitation will encourage social engagement and acceptance.

Furthermore, these rules set out in Germany acknowledge that whilst these automated systems are likely to significantly reduce the probability of accidents, it is impossible at this stage to entirely prevent them and therefore sets out guidelines for what developers should
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ensure is captured in the technology.  

The ‘ethical rules’ also offer an example of where the technology must prevent accidents wherever practically possible to do so and how it should be conducted in practice. Where it is not possible, the vehicle’s computer must ‘decide’ to do the least amount of harm, for instance systems should be programmed to accept damage to animals or property over risking human life. If it is unavoidable that a human will be harmed, the computer should not discriminate based on any personal features (such as age, gender, physical or mental constitution). Under such terms, human life is to be considered equal and victims cannot simply be numerically offset against one another in dilemmatic situations.

2.3 China

China has implemented several policies to develop autonomous vehicles. These policies can be divided into three categories: finance policy, infrastructure promotion, and R&D investment.

In 2018, the Chinese government issued a nationwide set of guidelines regulating the testing of self-driving cars. The guidelines were jointly issued by the Ministry of Industry and Information Technology, the Ministry of Public Security and the Ministry of Transport. This came after approximately a dozen regional standards had been issued, the first one in Beijing as early as 2017, which were said to hinder the developmental process of innovating automated cars. The guidelines allow local authorities to evaluate the local conditions and arrange road tests for autonomous vehicles. The guidelines state the test vehicles should be passenger or commercial automobiles, not low-speed vehicles or motorcycles. The nationwide standards list 34 scenarios for testing these vehicles. Although they do not include extreme weather conditions, the safety of future users is clarified as paramount over all other benefits of the technology. This was further emphasised by the statements of China’s Vice-minister for Industry and Technology, Xin Guobin. Unlike in the West, it is believed that neither Chinese legislation nor the general population require
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self-driving cars to be completely faultless, instead, they are accepted as a necessity to decrease the accident incidence and danger significantly.\textsuperscript{100}

2.4 England

In 2017, the UK government concluded a consultation on driverless vehicle development\textsuperscript{101} and issued the ‘Autonomous and Electric Vehicles Act 2018’. According to commentators,\textsuperscript{102} this Act addresses the issue of driverless vehicles from the perspective of gaps in current insurance coverage caused by fully autonomous driving.\textsuperscript{103} The Act, in principle, provides that if one is hit by an insured party’s autonomous vehicle, the insurer at fault pays damages. If the vehicle at fault is not covered by insurance, then the Motor Insurers Bureau will pay out in the usual way and seek to recover its losses from the owner of the uninsured vehicle.\textsuperscript{104}

In addition, the Law Commission of England and Wales in a joint project with the Law Commission for Scotland, was asked to conduct a wide-ranging review of the laws relating to the regulation and review of autonomous vehicles in recognition of the inadequacies in the law.\textsuperscript{105} In light of this, one may argue that the UK government’s forward-thinking approach of deploying automated vehicles places it in second place on the policy and legislation pillar, and first on the new data-sharing sub-pillar.\textsuperscript{106} The 2018 Automated and Electric Vehicles Act also seeks to adapt the existing motor insurance framework by extending compulsory insurance to AVs as well as the driver.\textsuperscript{107} In November 2018, the UK government took another step forward by announcing its support for three public trials in 2021, including AV buses across the Forth Bridge in Scotland and self-driving taxis in
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\textsuperscript{105} Addressing concerns related to safety assurance mechanisms, accountability in terms of crime and accidents, and assessing how to decide whether such vehicles are safe for road use; see project ‘Automated vehicles’ (Law Commission) <http://www.lawcom.gov.uk/project/automated-vehicles/>.
\textsuperscript{106} KPMG International (n 61) 20.
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London. Indeed, in December 2018, Parliament also published an extensive report outlining its proactive approach to pursuing the benefits of MaaS.

3. Economic functions and triggering legal issues: towards an improved regulatory response

Nevertheless, one should take note of the discontent that has been voiced over the relative indolence of legislative progress compared to the advances made by technology. It is argued that not enough emphasis is being put on the cybersecurity of the users, as well as the quality standard of the software systems that are to direct the vehicles. Therefore, one may say the biggest challenges for policymakers with regard to self-driving cars will be the aggregation of data and the safety of consumers on the roads.

3.1 Is the harm caused by autonomous vehicles trivial?

Joshua Brown was the first known victim of an accident involving a self-driving car. In May 2016, his Tesla crashed into a truck on a highway in Florida while in autopilot mode. Tesla initially refused to take responsibility for the accident, stating the driver was liable as the car had repeatedly advised him to take control of the steering wheel. However, according to Seidenberg, the car did not register the truck, brake or warn Brown. Yet, the driver could have seen the truck and had approximately seven seconds to react and steer out of danger, had he paid attention. After an evaluation by the National Transportation Safety Board which ruled the accident was the result of both human error and deficient system safeguards, a company spokesperson assured that the NTSB’s finding be taken into account in future development.

Data released by Google show that out of more than 15 accidents involving automated cars from 2009 to 2016, only one was caused by the autonomous car. According to Google, the vast majority of the other accidents were caused by human drivers, who anticipated the
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Google car to move forward at intersections and as a result crashed into the rear of the car in front at low speeds.116

3.2 Triggering legal and moral issues

It is known that technological advancement requires support and at times direction from the law, AI and autonomous vehicles will be subject to that as well, for example to ensure that the human aspect is not neglected.117 Among the countless aspects of the legal system in need of innovation is the issue of data-sharing. It is believed that, ideally, the manufacturers of self-driving cars will share information with each other leading to improved safety results. Nonetheless, without proper legislation, manufacturing companies are unlikely to disclose data.118 Conversely, automated vehicles would record and store the data of their users, which could hold serious ramifications if the information is not handled properly or stolen.119

Another problem might be the ethical and moral dilemmas human drivers encounter on a daily basis, but for which computers and machines cannot solve by themselves without an algorithm or system.120 Consequently, this will see new legal issues rise to the surface, bringing the need for specific and appropriate provisions in the law.121 An example illustrating how complex these provisions may be is the famous ‘trolley problem’ in ethics, a thought experiment where the participant is asked whether they would push the lever before the train comes so that it kills one rail worker, or leave it as it is, so that it kills five.122 The developers of autonomous vehicles will inevitably face such considerations and it is vital for them to ascertain their product will ultimately make ‘the right ethical decision’. That is also due to the fact that UK tort law encompasses a scale of accountability which assists in better determining whether or not a human fulfilled their duty towards other humans. An autonomous vehicle will not go through the same thought process a human would; instead, it will act based on how it is predetermined to act by its developer.123

It is believed that if the responsibility for any accidents caused by autonomous vehicles is placed exclusively on the manufacturer (ie strict manufacturer liability), it would likely discourage further progress with the innovation. Such consideration is not trivial since literature shows that, for example, product liability costs in the USA have prompted some manufacturers to abandon valuable new technologies, life-saving drugs, and innovative product designs.124 Moreover, it is speculated that it would cause consumers to be subject to
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the developer’s ethics and morals, which may be an undesirable side-effect. Yet, the option to make the owners of autonomous vehicles liable for any damages would also impact the industry negatively: the law would not induce companies to make their cars ‘smart’ or ‘ethical’, while users would be responsible for machines they cannot control. One of the solutions suggested for this problem is that there should perhaps always be a driver at the steering wheel, prepared to take control of the vehicle in an emergency. However, this would eliminate certain selling points of self-driving cars and thus, this could only be a temporary solution until the technology is sufficiently developed to employ a different approach.

3.3 Legislative initiatives and reflections on legal and economic aspects

English and US tort law define the conditions under which a person is entitled to damage compensation if their claim is not based on a contractual obligation and encompasses all legal norms that concern the claim made by an injured party against a tortfeasor. Economically speaking, any reduction of an individual’s utility level caused by a tortious act may be regarded as damage. Tort law rules aim to draw a just and fair line between those noxious events that should lead to damage compensation and others for which the damage should lie where it falls. It should be emphasised that tort law and economics literature traditionally address three broad aspects of tortious liability. The first is the assessment of its effects on incentives (both whether to engage in activities and how much care to exercise to reduce the risk when so doing), the second concerns risk-bearing capacity and insurance, while the third is its administrative expense comprising the costs of legal services, the value of litigants’ time and the court’s operating costs.

Yet, it is worth emphasising that alternative institutions like no-fault insurance schemes or ex-ante safety regulation might be better suited for reducing the overall costs of accidents than tort liability. Shavell, for instance, addressed the effects of liability rules and direct
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regulation upon the rational self-interested party’s decision-making process. Namely, liability in tort and the safety regulation represent two different approaches to controlling activities that create risks of harm and which induce the optimal amount of precaution. Exclusively-applied regulation has often proved inadequate and tort liability might also provide sub-optimal deterrence incentives due to causation problems. The question then becomes how to overcome the shortcomings of tort law and prevent stifling innovation. This paper suggests that regulation and tort law should be applied simultaneously as complementary legal instruments. That is, regulation removes problems affecting liability, while liability limits the cost of regulation.

Economic analysis of the UK’s ‘Autonomous and Electric Vehicles Act 2018’ reveals several deficiencies and potential sources of inefficiencies that call for improvement. The UK’s Act is indeed an immediate and pragmatic response to a problem caused by the use of self-driving vehicles, but merely pushes causation issues directly into the laps of insurers who will encounter considerable difficulties pursuing claims against third parties (eg manufacturers). This causal link also implies that the entire risk is now shifted to insurers which will hence result in sub-optimal deterrence, inefficient risk-bearing, users’ and manufacturers’ under-precaution and thus fail to provide the optimal harm-deterrence incentives for manufacturers and users (eg potential moral hazard and opportunism on the side of manufacturers and insured persons).

In addition, it must be emphasised that the principles of economic efficiency actually support the ‘least amount of harm’ principle encapsulated in the previously discussed German code of ethics as enhancing efficiency and suggest that they indeed should be the governing principle for the entire EU. Namely, this ‘least amount of harm’ principle fits neatly into the classical ‘Learned Hand’s’ (Judge Learned Hand) negligence formula, denoting P as the probability of loss, L as the magnitude of loss and B as the cost of precaution. Judge Hand wrote that a potential injurer is negligent if, but only if, the costs of precaution are lower than the expected magnitude of loss (B < PL).
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Formula is relatively recent, the method\textsuperscript{137} has been used to determine negligence ever since negligence was first adopted as the standard to govern accident cases.\textsuperscript{138} Analytically speaking, the optimal level of care that such a rule would produce with respect to autonomous self-driving vehicles is given by $B=PL$, and hence there is a particular amount of precaution that is economically reasonable and is dependent on the probability or the risk of damage.\textsuperscript{139} Thus, such ‘least amount of harm’ principle codified in the German code of ethics is in accord with legal and economic reasoning.

Furthermore, Article 7.1 of the German ethical rules of 2017 also states that in the case of automated and connected driving systems the accountability which previously was the sole preserve of the individual shifts from the motorist to the manufacturers and operators of the technological systems and to the bodies responsible for taking infrastructure, policy and legal decisions.\textsuperscript{140} In economic terms, this provision introduces manufacturer’s strict liability and vicarious liability for other stakeholders. In English tort law one the other hand, vicarious liability imposes strict liability on employers (principals) for the wrongdoings of their agents (employees). Generally, a principal will be held liable for any tort committed while an agent (employee) is performing their duties. In accordance with the principle of vicarious liability, the principal (owner) should be held vicariously liable for the losses caused by the agent (AI). If a principal can observe the agent’s level of care, then the imposition of vicarious liability will induce the principal to compel the agent to exercise optimal care. Yet, if the principal is unable to observe and control the agent’s level of care, he will generally be unable to induce the agent. If the principal can control the AI’s level of activity (while having no capacity for observation) such liability allows the principal to reduce the AI’s participation in potentially risky situations.

This paper also argues the EU’s current regulatory attitude might suppress innovation and that such a regulatory intervention should not be excessive and should follow the principles encapsulated in Germany’s ethical rules. Governments should intervene in markets if such intervention is needed to solve market failures like information asymmetries, negative externalities caused by low-quality autonomous self-driving vehicles (and not covered by
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existing tort law and safety regulations) and abuse of market power.\textsuperscript{141} However, Ogus suggests that should one of these market failures occur, regulatory intervention may be able to generate social welfare increases provided that the benefits of regulation exceed the costs and if there are no other, existing legal instruments that are better suited to dealing with the market failure.\textsuperscript{142} In line with Ogus’ thesis, this paper contends that the existing tort liability of firms will not have a significant negative effect on firm-level innovation. Such product liability and related litigation might be perceived as a filter that screens hazardous innovation in the autonomous self-driving vehicle industry. But it will provide an incentive for efficient, productive and safe innovations. Still, introducing regulation that would exceed the existing domain and application scope of tort and safety law might be an excessive, wealth-decimating and counterproductive exercise.

Conclusion

The general trend for the future of transportation is to free humans of the responsibility of driving; this is also said to be potentially able to reduce danger on the roads. This paper argues that human lives will continue to be influenced by two specific technologies. Thus, it has suggested likely avenues of regulatory action as a response to the hazardous tendency of legislation not being updated in a manner that keeps up with the pace of technological advancements. The paper also discussed perceptions of the issue of self-driving cars held by the public in four different legal regimes: the USA, Germany, England, the EU and China. In doing so, this article has portrayed the distinct approach taken by each legal system to policy-making on self-driving cars. As far as automated driving is concerned, the most liberal legal regime is the Chinese system, with driverless car tests being permitted on the streets of large cities, including Beijing and Guangzhou, and the country’s population being supportive of this trend. In terms of legal limitations, lawmakers in the USA have assumed a similar approach, but with some restrictions. By contrast, the EU’s approach remains conservative, with the stated priority being the protection of citizens rather than pursuing technological advancement. Specifically, there is room for improvement in the English and German models. One option might be the introduction of a specific regulatory intervention which encompasses: a) standards regarding the principal’s minimum equity capital and assets
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required to engage in an activity, b) the compulsory purchase of liability insurance coverage, and c) the direct ex-ante regulation of AI’s risk-creating behaviour.

Nevertheless, it must be acknowledged that formulating a legal solution to the advent of autonomous vehicles and AI remains onerous. Despite progress being made in certain aspects of legislation, the pace and nature of legislative process differs from country to country. Yet, what unites the legal systems of English, American, German, Chinese and EU legal systems is two overarching positive assumptions: that autonomous vehicles supported by AI systems are the future of transportation, and that the overall safety of their users is of great importance. However, what is also clear, is that the legal systems listed must become equally if not more sensitive in the ex-ante targeting of potential sources of unforeseeable harm caused by autonomous self-driving vehicles. Moreover, as this paper has shown, today’s hostile regulatory attitude might stifle innovation, for such field-specific regulatory intervention should not be excessive.